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1.1 Why Study Automata Theory? 
1.1.1 Introduction to Automata
· Properties of finite-state systems ---
· Having a finite number of states
· With its running history not kept

· Good to implement with a fixed set of resources
· Easy to model by finite automata (FA)
· Example 1.1 --- an FA modeling an on/off switch (see Fig. 1.1)

[image: image1]
Fig. 1.1 An FA modeling an on/off switch.

· Example 1.2 --- an FA modeling recognition of the keyword “then” in a lexical analyzer
· The double circles specify the “final” or “accepting” state.

[image: image2]
Fig. 1.2 an FA modeling recognition of the keyword “then.”
1.1.2 Structural Representation

· Two other models (not automaton-like) for string data representation ---
· Grammar --- processing data (strings of symbols) with recursive structures
· e.g., grammatical rule “E ( E + E” for generating arithmetic expressions like “2+ 2”
· Regular expression --- describing text strings

· e.g., UNIX-style regular expression ’[A-Z][a-z]*[ ][A-Z][A-Z]’ for describing partial addresses Ithaca NY, Lafayette IN…
1.1.3 Automata and Complexity

· What can a computer do? --- 

This is a question which is answered by the study of computability!

· Computability is a study of problems which can be solved by computers, called decidable problems.
· Decidability is the main topic in the study of computability.

· What can a computer do efficiently? --- 

This is a question which can be answered by the study of computational complexity!
· Computational complexity is a study of:

· tractable problems solvable with slowly growing functions (like polynomial) of input size, and 

· intractable problems solvable with fast growing functions (like exponential).

· Intractability is the main topic of computational complexity.
1.2 Central Concepts of Automata Theory

Three basic concepts
· Alphabet --- a set of symbols

· Strings --- a sequence of symbols from an alphabet

· Language --- a set of strings from the same alphabet

1.2.1 Alphabets

· Definition --- 

An alphabet is a finite, nonempty set of symbols.

· Conventional notation --- 
· The term “symbol” is usually undefined.
· Examples --- 

· Binary alphabet  = {0, 1}
· English alphabet = {a, b, …, z} …
1.2.2 Strings

· Definition --- 

A string (or word) is a finite sequence of symbols from an alphabet.

· An example --- 1011 is a string from the binary alphabet  = {0, 1}.
· Empty string  --- a string with zero occurrences of symbols.
· Length |w| of string w --- the number of positions for symbols in w
· Examples --- |0111| = 4, || = 0, …
· Power of a symbol a --- 

The kth power ak of a is the result of concatenating a for k times, i.e., 
ak = aa…a (k times).
· Power of an alphabet  ---
The kth power of , k is a set of all strings of length k.
· Examples --- given  = {0, 1}, we have

· 0 = {}, 2 = {00, 01, 10, 11}
· Power of a string x (supplemental) --- 

· Defined by concatenation --- 

xi = xx…x (x concatenated i times)

· Defined by recursion --- 

(1) x0 =  (by definition); and

(2) xi = xxi-1
· Examples --- (10)0 = , (011)2 = 011011…
· Note --- for a symbol a, we define a0 =  (i.e., in this case we regard a as a one-symbol string).
· Set of all strings over  --- denoted as 
· It is not difficult to know that  = ∪1∪2∪…
· + = the set of nonempty strings from  = * ( {}
· Therefore, we have 
 = ∪2∪3∪…
* = +∪{}
· Concatenation of two strings x and y --- xy

· Examples --- 

if x = 01101, y = 110, then xy = 01101110, xx = x2 = 0110101101, …
·  is the identity for concatenation since w = w = w.
1.2.3 Languages

· Definition --- 

A language is a set of strings all chosen from some *.
· In other words:
if  is an alphabet, and L(*, then L is a language over .
· Examples ---

· The set of all legal English words is a language.
· Why? What is the alphabet here?
Answer: the set of all letters.
· A legal program of C is a language.
· Why? What is the alphabet here? 

Answer: a subset of the ASCII characters.
· More examples of languages ---

· The set of all strings of n 0’s followed by n 1’s for n ( 0: {, 01, 0011, 000111, …}

· * is an infinite language for any alphabet .

·  denotes the empty language (not the empty string ) which is a language over any alphabet.

· {} is a language over any alphabet (consisting of only one string, the empty string ).
· Ways to describe languages ---

· Description by exhaustive listing --- 

· L1 = {a, ab, abc} (finite language; listed one by one)
· L2 = {a, ab, abb, abbb, ...} (infinite language; listed partially)

· L3 = L(ab*) (infinite language; expressed by a regular expression) 

· Description by generic elements ---

· L4 = {x | x is over V = {a, b}, begins with a, followed by any number of b, possible none}
· Note: L4 = L3 = L2
· Description by integer parameters ---

· L5 = {abn | n ( 0} 

· Note: L5 = L4 = L3 = L2
Operations on Languages (supplemental)
· Languages are sets, and operations of sets may be applied to them:
(1) union --- A∪B = {a | a ( A or a ( B}
(2) intersection --- A∩B = {a | a ( A and a (B}
(3) difference --- A ( B = {a | a ( A and a ( B}

(4) product --- A ( B = {(a, b) | a ( A and b ( B}
(5) complement --- Ā = {a | a ( U and a ( A}
(6) power set --- 2A = {B | B ( A}

· Note: U above is the universal set, just like * which is the closure of an alphabet (defined later)

More Operations on Languages (supplemental)
· Concatenation of two languages L1 and L2 --- 
L1L2 = {x1x2 | x1 ( L1 and x2 ( L2}
· Power of a language L ---
· Defined directly --- 

Lk = {x1x2…xk | x1, x2, …, xk ( L}

· Defined by recursion ---
(1) L0 = {}; and
(2) Li = LLi-1
· Closure of language L ---

L* = 
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· Positive closure of a language L ---
L+ = L1∪L2∪…
· Note: L* ( L0 = L* – }
1.2.4 Problems

· A problem in automata theory ---

deciding whether a given string is a member of some particular language.

· That is, if  is an alphabet, and L is a language over , the problem L is:

given a string w in *, decide if w ( L or not.

· The solution will be studied later in the topic of decidability.

1.3 Automata: 

A algorithm or program that automatically recognizes if a particular string belongs to the language or not, by checking the grammar of the string.

An automata is an abstract computing device (or machine).
 There are different varities of such abstract machines (also called models of computation) which can be defined mathematically.
Every Automaton fulfills the three basic requirements.

· Every automaton consists of some essential features as in real computers. It has a mechanism for reading input. The input is assumed to be a sequence of symbols over a given alphabet and is placed on an input tape(or written on an input file). The simpler automata can only read the input one symbol at a time from left to right but not change. Powerful versions can both read (from left to right or right to left) and change the input.
· The automaton can produce output of some form. If the output in response to an input string is binary (say, accept or reject), then it is called an accepter. If it produces an outputsequence in response to an input sequence, then it is called a transducer(or automatonwith output).
· The automaton may have a temporary storage, consisting of an unlimited number of cells, each capable of holding a symbol from an alphabet ( whcih may be different from the input alphabet). The automaton can both read and change the contents of the storage cells in the temporary storage. The accusing capability of this storage varies depending on the type of the storage.
· The most important feature of the automaton is its control unit, which can be in any one of a finite number of interval states at any point. It can change state in some defined manner determined by a transition function.
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The figure above shows a diagrammatic representation of a generic automation.

Operation of the automation is defined as follows.

· At any point of time the automaton is in some integral state and is reading a particular symbol from the input tape by using the mechanism for reading input. In the next time step the automaton then moves to some other integral (or remain in the same state) as defined by the transition function.
· The transition function is based on the current state, input symbol read, and the content of the temporary storage. At the same time the content of the storage may be changed and the input read may be modifed. The automation may also produce some output during this transition.
· The internal state, input and the content of storage at any point defines the configuration of the automaton at that point. The transition from one configuration to the next ( as defined by the transition function) is called a move. Finite state machine or Finite Automation is the simplest type of abstract machine we consider. Any system that is at any point of time in one of a finite number of interval state and moves among these states in a defined manner in response to some input, can be modeled by a finite automaton. It doesnot have any temporary storage and hence a restricted model of computation.
Finite Automata

Automata (singular : automation) are a particularly simple, but useful, model of computation.

They were initially proposed as a simple model for the behavior of neurons.

States, Transitions and Finite-State Transition System :

Let us first give some intuitive idea about a state of a system and state transitions before describing finite automata.

Informally, a state of a system is an instantaneous description of that system which gives all relevant information necessary to determine how the system can evolve from that point on.

Transitions are changes of states that can occur spontaneously or in response to inputs to the states. Though transitions usually take time, we assume that state transitions are instantaneous (which is an abstraction).

Some examples of state transition systems are: digital systems, vending machines, etc. A systemcontaining only a finite number of states and transitions among them is calleda finite-state transition system.

Finite-state transition systems can be modeled abstractly by a mathematical model calledfinite automation
Deterministic Finite (-state) Automata

Informally, a DFA (Deterministic Finite State Automaton) is a simple machine that reads an input

string -- one symbol at a time -- and then, after the input has been completely read, decides whether to accept or reject the input. As the symbols are read from the tape, the automaton can change its state, to reflect how it reacts to what it has seen so far.
 A machine for which a deterministic code can be formulated, and if there is only one unique way to formulate the code, then the machine is called deterministic finite automata.

Thus, a DFA conceptually consists of 3 parts:
1.A tape to hold the input string. The tape is divided into a finite number of cells.

Each cell holds a symbol from .

2. A tape head for reading symbols from the tape

3. A control , which itself consists of 3 things:

· finite number of states that the machine is allowed to be in (zero or more states

are designated as accept or final states),

· a current state, initially set to a start state,

· a state transition function for changing the current state.

An automaton processes a string on the tape by repeating the following actions until the tape head has traversed the entire string:

1. The tape head reads the current tape cell and sends the symbol s found there to the control. Then the tape head moves to the next cell.

2. he control takes s and the current state and consults the state transition function to get the next state, which becomes the new current state.
Once the entire string has been processed, the state in which the automation enters is examined.

If it is an accept state , the input string is accepted ; otherwise, the string is rejected . Summarizing all the above we can formulate the following formal definition:
Deterministic Finite State Automaton : A Deterministic Finite State Automaton (DFA) isa 5-tuple:
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NFA: Given a current state of the machine and input symbol to be read, the next state is not uniquely determined.
NFAs have 3 features when compared with DFAs.

1. Ability to take a step without reading any input symbol

2. A state may have no transition on a particular symbol

3. Ability to transition to more than one state on a given symbol

[image: image29.emf]
Transitions without reading input symbols

Example 1. The British spelling of \color" is \colour". In a web search application, you may want

to recognize both variants.
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Converting NFA to DFA:

Let X = (Qx, ∑, δx, q0, Fx) be an NDFA which accepts the language L(X). We have to design an equivalent DFA Y = (Qy, ∑, δy, q0, Fy) such that L(Y) = L(X). The following procedure converts the NDFA to its equivalent DFA 

Step 1 − Create state table from the given NDFA.

Step 2 − Create a blank state table under possible input alphabets for the equivalent DFA.

Step 3 − Mark the start state of the DFA by q0 (Same as the NDFA).

Step 4 − Find out the combination of States {Q0, Q1,... , Qn} for each possible input alphabet.

Step 5 − Each time we generate a new DFA state under the input alphabet columns, we have to apply step 4 again, otherwise go to step 6.

Step 6 − The states which contain any of the final states of the NDFA are the final states of the equivalent DFA.

Let us consider the NDFA shown in the figure below.

[image: image36.jpg]



	q
	δ(q,0)
	δ(q,1)

	a
	{a,b,c,d,e}
	{d,e}

	b
	{c}
	{e}

	c
	∅
	{b}

	d
	{e}
	∅

	e
	∅
	∅


Using the above algorithm, we find its equivalent DFA. The state table of the DFA is shown in below.

	q
	δ(q,0)
	δ(q,1)

	[a]
	[a,b,c,d,e]
	[d,e]

	[a,b,c,d,e]
	[a,b,c,d,e]
	[b,d,e]

	[d,e]
	[e]
	∅

	[b,d,e]
	[c,e]
	[e]

	[e]
	∅
	∅

	[c, e]
	∅
	[b]

	[b]
	[c]
	[e]

	[c]
	∅
	[b]


The state diagram of the DFA is as follows −

[image: image37.jpg]
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Finite State Machines with Output (Mealy and Moore Machines)
Finite automata are like computers in that they receive input and process the input by changing states. The only output that we have seen finite automata produce so far is a yes/no at the end of processing. 
We will now look at two models of finite automata that produce more output than a yes/no. 
Moore machine:
· In Moore machine. the value of output function is depend on the present state only.

· Moore machine is described by 6-tuples - (Q, Σ, Δ, δ, λ, q0)
          where

          Q = Finite non-empty set of states;

          Σ = Set of input alphabets.

          Δ = Set of output alphabets.

          δ = Transition function mapping Q X Σ → Q
          λ = Output function mapping Q → Δ
          q0 = Initial state.

Sample Transition Table:
	Present State
	Next State
	Output

	
	a = 0
	a = 1
	

	-> q0
	q3
	q1
	1

	q1
	q0
	q3
	0

	q2
	q2
	q2
	0

	q3
	q1
	q0
	1


[image: image52.jpg](=
.

@O s Jonfs

Inpuc:  abab
output: 10010




Basically a Moore machine is just a FA with two extras. 
1. It has TWO alphabets, an input and output alphabet. 
2. It has an output letter associated with each state. The machine writes the appropriate output letter as it enters each state. 
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Output: 00DOOD100001




The output produced by the machine contains a 1 for each occurrence of the substring aab found in the input string. 
Mealy machine
· In Mealy machine. the value of output function is depend on the present state and present input.

· Mealy machine is described by 6-tuples - (Q, Σ, Δ, δ, λ, q0)
          where

          Q = Finite non-empty set of states;

          Σ = Set of input alphabets.

          Δ = Set of output alphabets.

          δ = Transitional function mapping Q X Σ → Q
          λ = Output function mapping Q X Σ → Δ
          q0 = Initial state.

Sample Transition table:
	Present State
	Next State


	
	a = 0
	a = 1

	
	State
	Output
	State
	Output

	-> q0
	q3
	0
	q1
	1

	q1
	q0
	1
	q3
	0

	q2
	q2
	1
	q2
	0

	q3
	q1
	0
	q0
	1


Mealy Machines are exactly as powerful as Moore machines 
         (we can implement any Mealy machine using a Moore machine, and vice versa). 
However, Mealy machines move the output function from the state to the transition. This turns out to be easier to deal with in practice, making Mealy machines more practical. 
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A Mealy machine produces output on a transition instead of on entry into a state.
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Transitions are labelled i/o where 
· i is a character in the input alphabet and 
· o is a character in the output alphabet. 
· The following Mealy machine takes the one's complement of its binary input. In other words, it flips each digit from a 0 to a 1 or from a 1 to a 0.
· Mealy machines are complete in the sense that there is a transition for each character in the input alphabet leaving every state. 
There are no accept states in a Mealy machine because it is not a language recogniser, it is an output producer. Its output will be the same length as its input.
(Parts of the) output of a Mealy/Moore automaton can be input to another automaton

· Pipeline

· Dataflow architecture

· Feedback network

Conversion from Mealy machine to Moore machine:
Steps:
1. Determine the number of different output associated with qi in the next state column.
2. we split qi into different states according to different output associated with it. for ex. suppose in the next state column of the above sample transition table of mealy machine, the output associated with q1 is "0" in the first next state column and "1" in the second next state column. so we split q1 into q10 and q11 states. similarly check others and split them.
Example 1:  consider the above sample transition table of the mealy machine. convert it into corresponding Moore machine.
Solution: After applying the conversion steps, we get two states ( q1 and q2) that are associated with different outputs (0 and 1). so we split both states into q10 , q11 and q20, q21.
Now the transition table becomes
	Present State
	Next State

	
	a = 0
	a = 1

	
	State
	Output
	State
	Output

	-> q0
	q3
	0
	q11
	1

	q10
	q0
	1
	q3
	0

	q11
	q0
	1
	q3
	0

	q20
	q21
	1
	q20
	0

	q21
	q21
	1
	q20
	0

	q3
	q10
	0
	q0
	1


Here 
· whole row of q1 is copied to q10 , q11 and whole row of q2 is copied to q20 and q21 of the sample transition table of mealy machine.
· The outputs of the next state columns of q1 and q2 are depend on the previous output. For ex. in the first row, q1 becomes q11 because the out of q1 is 1. in the fourth row, q2 becomes q21 because the output of the q2 is 1. and in the subsequent column q2 becomes q20 because the output of q2 in that column was 0. and so on
now in moore machine format, we copied all the states and common output because in moore machine. the outputs of the next state are common.
	Present State
	Next State
	Output

	
	a = 0
	a = 1
	

	-> q0
	q3
	q11
	1

	q10
	q0
	q3
	0

	q11
	q0
	q3
	1

	q20
	q21
	q20
	0

	q21
	q21
	q20
	1

	q3
	q10
	q0
	0


This table is moore machine table corresponding to the sample mealy machine.

Exercise : convert the following mealy machine to corresponding moore machine
	Present State
	Next State

	
	a = 0
	a = 1

	
	State
	Output
	State
	Output

	->q0
	q1
	0
	q3
	0

	q1
	q3
	1
	q2
	0

	q2
	q4
	1
	q0
	0

	q3
	q0
	0
	q4
	1

	q4
	q2
	0
	q1
	1


Conversion from Moore machine to Mealy machine:
For understanding the conversion of moore to mealy machine, let us take an example:
suppose the moore machine transition table is:
	Present State
	Next State
	Output

	
	a = 0
	a = 1
	

	-> q0
	q3
	q1
	1

	q1
	q0
	q3
	0

	q2
	q2
	q2
	0

	q3
	q1
	q0
	1


convert this transition table into mealy machine.
Solution: First of all take the mealy machine transition table format, i.e.,
	Present State
	Next State


	
	a = 0
	a = 1

	
	State
	Output
	State
	Output

	-> q0
	q3
	1
	q1
	0

	q1
	q0
	1
	q3
	1

	q2
	q2
	0
	q2
	0

	q3
	q1
	0
	q0
	1


Minimization of Deterministic Finite Automata:
Minimization of automata refers to detect those states of automata whose presence or absence in a automata does not affect the language accepted by automata. these states are like Unreachable states, Dead states, Non-distinguishable states etc.
Example:
Consider the following transition table example :
	State
	0
	1

	-> q0
	q1
	q5

	q1
	q6
	q2

	q2

(Final state)
	q0
	q2

	q3
	q2
	q6

	q4
	q7
	q5

	q5
	q2
	q6

	q6
	q6
	q4

	q7
	q6
	q2


Minimize the above finite automata.
Solution:
For minimizing the above automata, we will have to make п  (pi) sets.
пo = { {q2}, {q0, q1, q3,q4,q5,q6,q7}}
п1 = { {q2}, {q0, q4,q6}, {q1,q7}, {q3,q5}}
п2 = { {q2}, {q0, q4}, {q6}, {q1,q7}, {q3,q5}}
п3 = { {q2}, {q0, q4}, {q6}, {q1,q7}, {q3,q5}}
here п2 = п3  so stop making п sets.
[Trick: for making п  sets, first of all make пo set.  for this, make two set, first set contains final state and second set contains non final states.
For п1 set , there are two sets in пo:
     First set =  {q2}, that can not be partitioned further.
     Second set = {q0, q1, q3,q4,q5,q6,q7}, that can be partitioned.
For partitioned second set, consider q0 and q1, the entries corresponding to q0 and q1under 0-column are q1 and q6. these entries belongs to second set.so no problem.
the entries corresponding to q0 and q1under 1-column are q5 and q2. in this q2 entry belongs to first set and q5 belong to second set. so problem occur.
due to this, we can not make combination of q0 and q1.
similarly check (q0,q3), {q0,q4), (q0,q5), (q0, q6), (q0,q7) states.
after checking all the states with q0, we make a new set {q0, q4, q6}.
after making new set, the remaining states are {q1,q3,q5,q7}.
Now we check states (q1,q3), (q1,q5), (q1,q7) states by following above procedure. after this, we get a new set {q1, q7}. and remaining states are {q3, q5}.
finally we check states (q3, q5) by following above procedure.
after checking all this, we make new set п2,
п2 = { {q2}, {q0, q4}, {q6}, {q1,q7}, {q3,q5}}
similar procedure applied to п2 set.
then we get п3 set. we make п sets until we find last two п sets equal.
in this example, we find  п2 = п3  so stop making п sets.
Final minimized DFA table is : 
	State
	0
	1

	[q0, q4]
	[q1, q7]
	[q3, q5]

	[q1, q7]
	[q6]
	[q2]

	[q2]
	[q0, q4]
	[q2]

	[q3, q5]
	[q2]
	[q6]

	[q6]
	[q6]
	[q0, q4]


we take states from п3 set in minimized DFA table. after making minimized DFA table, we can make finite automata.
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