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It’s pleasure to know that GVPCEW is bringing out the magazine of  IT department "SPIKE-IQ" for the year 

2016-2017. 

This institution constantly strives in the all-round development of the students through its endless efforts. 

SPIKE-IQ is one such endeavor providing a wide spectrum of engineering and artistic edifice, swaying from 

serious thinking to playful inventiveness. The inspiring women students at GVPCEW are brimming with 

zeal for life empowering themselves with skills and creativity. 

 I’m happy that there is a dedicated team of staff and students who have brought out SPIKE-IQ. They have 

presented the stupendous achievements of IT students of GVPCEW in the field of academics, sports and 

extra- curricular activities.  

I extend my heartiest congratulations to the editorial board and all those who have shelved their valuable 

time to elevate this magazine to unprecedented heights. I wish the readers have a delightful reading. May 

all our students soar high in uncharted skies and bring glory to the world and their profession with the 

wings of education.  

-Dr.E.V.Prasad 



 

 

It gives an immense joy and satisfaction to introduce our very own department 

magazine- SPIKE-IQ 2K16. Here comes ‘SPIKE-IQ 2K16’, the magazine of GVPCEW 

from the IT department. The name of the magazine may see peculiar, but it just 

means ‘the speed at which the technological innovation or advancement is 

occurring’. So this time, it is the dedication of students, which attempts to bring out 

the talent concealed within our student community along with teachers. The 

willingness to share knowledge, concerns and special insights with fellow beings has 

made this magazine possible. This magazine includes technical articles, biography of 

a renowned scientist as well as facts regarding computer science, few tricky puzzles 

with funny corner and exhibits the literary skills and the achievements of students. 

These contributions have required a generous amount of time and effort. Thank you 

very much for all the editorial team members who worked for this magazine. It is 

very glad to take the opportunity of expressing our considerable appreciation to all 

the contributors of this magazine. Lastly, the contributors and readers of ‘SPIKE-IQ 

2K16’ are always welcome to send us your invaluable feedback and ideas for further 

improvement of this magazine. 
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Department Vision 

The Department of IT strives to produce competent professionals who are technically 

sound and ethically strong for the IT industry 

Department mission 

 Provide quality training that prepares Students to be technically competent for the 

Industrial and Societal needs. 

 Facilitate an environment that promotes continues learning to face the challenges in 

the IT sector. 

 Provide opportunities  for learning, leadership and communication skills. 

Program Educational Objectives 

After successful completion of the program, the graduates will be able to: 

 PEO-1: Apply, analyze and solve complex engineering problems using emerging IT 

technologies with the help of fundamental knowledge in mathematics, science,  and 

engineering. 

 PEO-2: Comprehend, Analyse, Design and Create innovative computing products 

and solutions for real life problems. 

 PEO-3: Inculcate the necessary skills to engage in lifelong learning. 

Program Specific Outcomes 

Engineering Graduates will be able to: 

 PSO-1: Develop software applications by analyzing, designing and implementing 

with cutting edge technology to address the needs of the IT industry. 

 PSO-2: Apply the knowledge of Data  Science, machine learning, image processing 

and allied areas to obtain  optimized solutions for real time problems  



  Faculty article 

 

SPEECH RECOGNITION 

M.DEEPTHI 

                                                                                                                    ASSISTANT PROFESSOR 

                                                                                                          INFORMATION  TECHNOLOGY 

Computer-based processing and identification of human voices is known as speech recognition. It can be used to authenticate 

users in certain systems, as well as provide instructions to smart devices like the Google Assistant, Siri or Cortana.Essentially, it 

works by storing a human voice and training an automatic speech recognition system to recognize vocabulary and speech 

patterns in that voice. In this article, we’ll look at a couple of papers aimed at solving this problem with machine and deep 

learning. 

Speech recognition is invading our lives. It’s built into our phones, our game consoles and our smart watches. It’s even 

automating our homes. For just $50, you can get an Amazon Echo Dot — a magic box that allows you to order pizza, get a 

weather report or even buy trash bags — just by speaking out loud:deep learning finally made speech recognition accurate 

enough to be useful outside of carefully controlled environments. 

Andrew Ng has long predicted that as speech recognition goes from 95% accurate to 99% accurate, it will become a primary 

way that we interact with computers. The idea is that this 4% accuracy gap is the difference between annoyingly 

unreliable and incredibly useful. Thanks to Deep Learning, we’re finally cresting that peak. 

Neural machine translation works by simply feed sound recordings into a neural network and train it to produce text: 

 

 

 

The big problem is that speech varies in speed. One person might say “hello!” very quickly and another person might say 

“heeeelllllllllllllooooo!” very slowly, producing a much longer sound file with much more data. Both both sound files should be 

recognized as exactly the same text — “hello!” Automatically aligning audio files of various lengths to a fixed-length piece of 

text turns out to be pretty hard. We have to use some special tricks and extra precessing in addition to a deep neural network. 

Turning Sounds into Bits 

The first step in speech recognition is obvious — we need to feed sound waves into a computer.But sound is transmitted 

as waves. How do we turn sound waves into numbers? Let’s use this sound clip of me saying “Hello”: 
 

 

Sound waves are one-dimensional. At every moment in time, they have a single value based on the height of the wave. Let’s 

zoom in on one tiny part of the sound wave and take a look.To turn this sound wave into numbers, we just record of the height 

of the wave at equally-spaced points 

 

https://en.wikipedia.org/wiki/Andrew_Ng


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This is called sampling.taking a reading thousands of times a second and recording a number representing the height of the sound 

wave at that point in time. That’s basically all an uncompressed .wav audio file is.“CD Quality” audio is sampled at 44.1khz 

(44,100 readings per second). But for speech recognition, a sampling rate of 16khz (16,000 samples per second) is enough to cover 

the frequency range of human speech. “Hello” sound wave 16,000 times per second. Here’s the first 100 samples: 

 

Each number 

represents the amplitude of the sound wave at 1/16000th of a second intervals 

A Quick Sidebar on Digital Sampling 

But sampling is only creating a rough approximation of the original sound wave because it’s only taking occasional readings. 

There’s gaps in between our readings so we must be losing data, right? 

According to Nyquist theorem, we know that we can use math to perfectly reconstruct the original sound wave from the spaced-out 

samples — as long as we sample at least twice as fast as the highest frequency we want to record. 

Pre-processing our Sampled Sound Data 

We have an array of numbers with each number representing the sound wave’s amplitude at 1/16,000th of a second intervals.But 

trying to recognize speech patterns by processing these samples directly is difficult. Instead, we can make the problem easier by 

doing some pre-processing on the audio data.start by grouping sampled audio into 20-millisecond-long chunks. Here’s first 20 

milliseconds of audio (i.e., first 320 samples): 

 

Plotting those numbers as a simple line graph gives us a rough approximation of the original sound wave for that 20 millisecond 

period of time: 

 
 

https://en.wikipedia.org/wiki/Nyquist%E2%80%93Shannon_sampling_theorem


 

This recording is only 1/50th of a second long. But even this short recording is a complex mish-mash of different frequencies of 
sound. There’s some low sounds, some mid-range sounds, and even some high-pitched sounds sprinkled in. But taken all together, 

these different frequencies mix together to make up the complex sound of human speech.To make this data easier for a neural 

network to process, we are going to break apart this complex sound wave into it’s component parts. We’ll break out the low-pitched 

parts, the next-lowest-pitched-parts, and so on. Then by adding up how much energy is in each of those frequency bands (from low 

to high), we create a fingerprint of sorts for this audio snippet. 

Imagine you had a recording of someone playing a C Major chord on a piano. That sound is the combination of three musical 

notes— C, E and G — all mixed together into one complex sound. We want to break apart that complex sound into the individual 

notes to discover that they were C, E and G. This is the exact same idea.We do this using a mathematic operation called a Fourier 

transform. It breaks apart the complex sound wave into the simple sound waves that make it up. Once we have those individual 

sound waves, we add up how much energy is contained in each one.The end result is a score of how important each frequency 

range is, from low pitch (i.e. bass notes) to high pitch. Each number below represents how much energy was in each 50hz band of 

our 20 millisecond audio clip: 

 

Each number in the list represents how much energy was in that 50hz frequency band.If we repeat this process on every 20 

millisecond chunk of audio, we end up with a spectrogram (each column from left-to-right is one 20ms chunk): 

 

A spectrogram is cool because you can actually see musical notes and other pitch patterns in audio data. A neural network can find 

patterns in this kind of data more easily than raw sound waves. So this is the data representation we’ll actually feed into our neural 

network. 

Recognizing Characters from Short Sounds 

Now that we have our audio in a format that’s easy to process, we will feed it into a deep neural network. The input to the neural 

network will be 20 millisecond audio chunks. For each little audio slice, it will try to figure out the letter that corresponds the sound 

currently being spoken. 

We’ll use a recurrent neural network — that is, a neural network that has a memory that influences future predictions. That’s 

because each letter it predicts should affect the likelihood of the next letter it will predict too. For example, if we have said “HEL” 

so far, it’s very likely we will say “LO” next to finish out the word “Hello”. It’s much less likely that we will say something 

unpronounceable next like “XYZ”. So having that memoryprevious predictions helps the neural network make more accurate 

predictions going forward.After we run our entire audio clip through the neural network (one chunk at a time), we’ll end up with a 

mapping of each audio chunk to the letters most likely spoken during that chunk. Here’s what that mapping looks like for me saying 
“Hello”: 

 

https://en.wikipedia.org/wiki/Fourier_transform
https://en.wikipedia.org/wiki/Fourier_transform
https://medium.com/@ageitgey/machine-learning-is-fun-part-2-a26a10b68df3


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We’ll use a recurrent neural network — that is, a neural network that has a memory that influences future predictions. That’s because 

each letter it predicts should affect the likelihood of the next letter it will predict too. For example, if we have said “HEL” so far, it’s 

very likely we will say “LO” next to finish out the word “Hello”. It’s much less likely that we will say something unpronounceable 

next like “XYZ”. So having that memory of previous predictions helps the neural network make more accurate predictions going 

forward. 

After we run our entire audio clip through the neural network (one chunk at a time), we’ll end up with a mapping of each audio chunk 

to the letters most likely spoken during that chunk. Here’s what that mapping looks like for me saying “Hello”: 

 

 

 

Our neural net is predicting that one likely thing I said was “HHHEE_LL_LLLOOO”. But it also thinks that it was possible that I said 

“HHHUU_LL_LLLOOO” or even “AAAUU_LL_LLLOOO”.We have some steps we follow to clean up this output. First, we’ll 

replace any repeated characters a single character: 

         HHHEE_LL_LLLOOO become 

HHHUU_LL_LLLOOO becomes HU_L_LO 

AAAUU_LL_LLLOOO becomes AU_L_LO 

Then we’ll remove any blanks: 

 HE_L_LO becomes HELLO 

 HU_L_LO becomes HULLO 

 AU_L_LO becomes AULLO 

 

https://medium.com/@ageitgey/machine-learning-is-fun-part-2-a26a10b68df3


 

That leaves us with three possible transcriptions — “Hello”, “Hullo” and “Aullo”. If you say them out loud, all of these sound 

similar to “Hello”. Because it’s predicting one character at a time, the neural network will come up with these very sounded-

out transcriptions. For example if you say “He would not go”, it might give one possible transcription as “He wud net go”.The trick 

is to combine these pronunciation-based predictions with likelihood scores based on large database of written text (books, news 

articles, etc). You throw out transcriptions that seem the least likely to be real and keep the transcription that seems the most 

realistic. 

Of our possible transcriptions “Hello”, “Hullo” and “Aullo”, obviously “Hello” will appear more frequently in a database of text 

(not to mention in our original audio-based training data) and thus is probably correct. So we’ll pick “Hello” as our final 

transcription instead of the others. Done!Of course it is possible that someone actually said “Hullo” instead of “Hello”. But a speech 
recognition system like this (trained on American English) will basically never produce “Hullo” as the transcription. It’s just such 

an unlikely thing for a user to say compared to “Hello” that it will always think you are saying “Hello” no matter how much you 

emphasize the ‘U’ sound. 

Try it out! If your phone is set to American English, try to get your phone’s digital assistant to recognize the world “Hullo.” You 

can’t! It refuses! It will always understand it as “Hello.”Not recognizing “Hullo” is a reasonable behavior, but sometimes you’ll 

find annoying cases where your phone just refuses to understand something valid you are saying. That’s why these speech 

recognition models are always being retrained with more data to fix these edge cases. 

Can I Build My Own Speech Recognition System? 

One of the coolest things about machine learning is how simple it sometimes seems. You get a bunch of data, feed it into a machine 

learning algorithm, and then magically you have a world-class AI system running on your gaming laptop’s video card… Right?That 

sort of true in some cases, but not for speech. Recognizing speech is a hard problem. You have to overcome almost limitless 
challenges: bad quality microphones, background noise, reverb and echo, accent variations, and on and on. All of these issues need 

to be present in your training data to make sure the neural network can deal with them.Here’s another example: Did you know that 

when you speak in a loud room you unconsciously raise the pitch of your voice to be able to talk over the noise? Humans have no 

problem understanding you either way, but neural networks need to be trained to handle this special case. So you need training data 

with people yelling over noise! 

To build a voice recognition system that performs on the level of Siri, Google Now!, or Alexa, you will need a lot of training data 

— far more data than you can likely get without hiring hundreds of people to record it for you. And since users have low tolerance 

for poor quality voice recognition systems, you can’t skimp on this. No one wants a voice recognition system that works 80% of the 

time.For a company like Google or Amazon, hundreds of thousands of hours of spoken audio recorded in real-life situations is gold. 

That’s the single biggest thing that separates their world-class speech recognition system from your hobby system. The whole point 

of putting Google Now! and Siri on every cell phone for free or selling $50 Alexa units that have no subscription fee is to get you 

to use them as much as possible. Every single thing you say into one of these systems is recorded forever and used as training data 
for future versions of speech recognition algorithms. That’s the whole game! 
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Spreading intelligence throughout the cloud 

Connected smart machines, such as robots and autonomous vehicles, are fundamental to the evolving 
Networked Society. Enhanced cloud architecture that can distribute and share machine intelligence will 
enable smart connected machines to work on an increasingly higher level. 

Supported by advancements in artificial intelligence (AI) – particularly in the areas of big data analytics, machine 
learning and knowledge management – rapid progress has been made in terms of what smart machines can do. 
Developments in connectivity and cloud technologies are making it possible to distribute and share machine 

intelligence more easily, at a lower cost, and on a much wider scale than before. 

When connected to the cloud, smart machines will be able to use the powerful computational, storage and 
communication resources of state-of-the-art data centers. Today’s intelligent software robotics systems are 
capable of supporting repetitive administrative tasks with current development pushing toward advisory tasks. 
Cloudification shifts the capabilities of these systems into a new sphere that includes complex problem-solving 

and decision-making on a mass-market scale. 

Connect, store, compute... and share 

Shifting systems into the cloud enables communities of collaborating robots, machines, sensors and humans to 
process and share information. Each new insight collected within a community can be shared instantly, which 
increases the effectiveness of collaborative tasks, and improves performance throughout the system, with a 
common awareness of system state shared by all participants, as well as a shared knowledge base. 

A distributed machine intelligence architecture offers lower implementation costs. Sharing a backbone of almost 
unlimited computational power makes it possible to build lightweight, low-cost robots and smart machines that 
require a low level of control and a minimum amount of sensors and actuators. Application-specific requirements 
related to responsiveness and speed will determine whether a local or global cloud is most suitable, and how 
much intelligence can be distributed. 

 

Smart and mobile capabilities virtually everywhere 

Intelligent clouds will create new value chains in many industry segments, but some of the forerunners include 
mining, agriculture, forestry and health care. New opportunities will open up for all organizations and people 
involved in the supply chain from the manufacturer to the customer. Consider an automated agriculture 
application. The application remotely controls farm machines to carry out various farming tasks. To harvest 
mature crops, for example, the system will control the necessary machines to cut, gather and transport them. 
Each individual machine will take local decisions to ensure secure completion of its set tasks, working in 
conjunction with all the machines involved in the harvesting. Weather reports gathered from another distributed 
cloud application are used by the system to carry out harvesting in an optimal way. Contact with the farmer 

occurs only when participating machines cannot resolve issues themselves. 

The harvesting example highlights just one of the many coming applications that will rely on multiple information 
sources, cloud, and distributed machine intelligence. To ensure scalability and widespread uptake of such 
applications, the challenge lies in the rapid development and proliferation of universally accessible mobile 
capabilities. 5G will provide a resilient, high-availability, low-latency network that offers applications with 
integrated computing and storage resources that are ideally placed to meet latency requirements 5G is well 
matched to industrial robotics applications because, like other radio technologies, it removes the need for cabling 
and minimizes infrastructure adaptations, but it also offers identity management, optimum placement of 

resources, and encryption for security and privacy. 
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Students Hub 

 
We know it takes dedication and courage to learn new skills and explore new career 

opportunities. We are committed to providing you with all the resources and 

support you need to achieve your learning goals and advance your career. 

That is why, today, we are launching the new Student Hub experience to all of our 

existing and new students. The Student Hub provides you with an effective way to 

connect with fellow students and receive support and guidance from 

knowledgeable mentors. 

Our goal in launching this new experience is to help you acquire valuable and in-

demand skills, and to successfully complete you are challenging Nano degree 

programs. These are intensive programs, and as you proceed through your 

curriculum, you will need to set ambitious goals, and achieve important milestones. 

We are excited to offer new resources that will help you do exactly that. 

We have had hundreds of conversations with students about their mentorship and 

community experience at SPIKE. We have analyzed years of data to understand 

which behaviors produced the most successful outcomes for our students. We have 

experimented, iterated, tested, and trialed a whole range of solutions. In addition, 

we have created something special for you. Today marks the culmination of a 

company-wide effort to offer a powerful new set of resources that will help support 

your learning goals, and power your success. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SPORTS 

Sport’s is very important in everyone’s life. Some people will have more passion towards 

sports and participation in sports should always be encouraged. Participation in sport 

makes us fit, active and healthy. It will develop our social and communication skills. We 

can explore to new places and people when we go for an competition. It will teach the 

importance of time in our life because every minute is important in a game. “Healthy 

mind lives in Healthy body” is so true because for a man to be successful his physical, as 

well as mental state should be well. Our college “Gayatri Vidya Parishad” helps their 

students to prove their strength in sports by encouraging them in several activities such 

as: 
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